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18. THE LEARNING CURVE

18.1 
Introduction
Chapter 15, “Quantitative Analysis Techniques”, introduced the concept of the learning curve.  (Cost improvement is also used to refer to learning curve theory.)   Learning curves are useful both to cost estimators and analysts.  While estimators may concentrate on deriving a learning curve, analysts focus efforts on critiquing a learning curve submitted by a contractor.  The fundamental concepts do not differ, only the application of concepts differ.  

This chapter explores the theory of this learning curve in more detail and will focus on its applications.  Section 18.2 explains the fundamental concepts of learning curves.  Sections 18.3 and 18.4 describe both common and special learning curve applications.  Section 18.5 discusses criteria that can be used to evaluate learning curves.

18.2 
Fundamental Concepts
The learning curve was adapted from the historical observation that individuals who perform repetitive tasks exhibit an improvement in performance as the task is repeated a number of times.  Empirical studies of this phenomenon (Wright, T.P.; Asher, H.; and Boston Consulting Group) yield three conclusions on which the current theory and practice are based: 
1.) The time required to perform a task decreases as the task is repeated,

2.) The amount of improvement decreases as more units are produced, and

3.) The rate of improvement has sufficient consistency to allow its use as a prediction tool.

Consistency in improvement has been found to exist in the form of a constant percentage reduction in time required over successively doubled quantities of units produced.  The constant percentage by which the costs of doubled quantities decrease is called the rate of learning.  The slope of the learning curve is 100 minus the rate of learning.  For example, if the hours between doubled quantities are reduced by 20% (rate of learning), it would be described as a curve with an 80% slope.

Standard cost is the value of direct material, labor and manufacturing burden normally required under efficient conditions at normal capacity to process a unit of product.  (Cost Estimator’s Reference Manual by Rodney D. Stewart.)

When plotted on ordinary graph paper with rectangular coordinates, such as in Figure 18-1, the line becomes hyperbolic.  This is because the amount of cost reduction is not constant.  Rather, the amount of decline continually diminishes as the quantities double.  With very large quantities, the decline trickles off to a very insignificant amount, as depicted by the tapering off of the graph in Figure 18-1.  This happens as workers approach a “standard cost” for a process.  With continual change in the process or product, this point can be delayed.  Several research studies of manufacturing operations in the steel, auto assembly, apparel, and musical instruments industries have described this phenomenon as “plateauing” (Baloff.)

Figure 18-1.  80% Learning Curve on Linear Graph


Error! Not a valid link.
Although the actual amount of decline in cost over time is a decreasing one, the amount of change in cost over the "doubling" period has been observed in empirical studies to be a constant percentage (Wright, T.P.; Boston Consulting Group.)  Constants are helpful because they simplify the estimation.  This type of constant percentage decline in one variable for a constant decline in another (the doubling of quantity) can be modeled using an exponential equation.  Exponential equations can be solved by using logarithms.  In the jargon of the cost estimating trade, it is common to speak of plotting the learning curve on “log-log” paper--a reference to bygone days when estimators plotted the learning curve by hand on graph paper with a logarithmic scale.  Plotting learning curve data (such as in Figure 18-1) on a logarithmic scale causes the points to lie on a straight line, which allows for easy projection of future costs.  Today, computers have replaced log-log paper. 

18.3 Unit and Cumulative Average Theory
Specific types (i.e., mathematical models) of learning curves have often been named after the men who proposed them or companies that first used them.  They include Wright, Crawford, Boeing, and Northrup curves.  All of these names refer to one of two mathematical models generally agreed to best describe how costs or labor hours decrease as the quantity of an item being produced increases.  These two models are most commonly referred to as the unit curve and cumulative (cum) average curve.  The equations underlying the models appear to be identical.  However, because of the differences in the definition of the dependent variable, they predict different results even with identical first unit (also known as Theoretical Unit 1 (T1 for short)) and slope values.  Consequently, an analyst must be aware, before evaluating the slope used to predict costs, of whether the unit or cum average curve was used to derive the slope.

Learning curve theory states that as the quantity of items produced doubles, costs decrease at a predictable rate.  This predictable rate is described by Equations 18-1 and 18-2.  The equations have the same equation form.  The two equations differ only in the definition of the Y term, but this difference can make a significant difference in the outcome of an estimate.

Equation 18-1 describes the basis for what is called the unit curve.  In this equation, Y represents the cost of a specified unit in a production run.  If a production run has generated 200 units, the total cost can be derived by applying Equation 18-1 200 times, for units 1 to 200 and then summing the 200 values.  This is cumbersome and requires the use of a computer or published tables of predetermined values. 

Equation 18-1.  Unit Theory 

Yx =  T1 ( Xb
Where:

Yx  =  The cost required to produce the Xth unit

T1  =  The theoretical cost of the first production unit

X  =  The sequential number of the unit for which the cost is to be computed

b  =  A constant reflecting the rate costs decrease from unit to unit 

Equation 18-2 describes the basis for the cumulative average or cum average curve.  In this equation, Y represents the average cost of different quantities (X) of units.  The significance of the "cum" in cum average is that the average costs are computed for X cumulative units.  Therefore, the total cost for X units is the product of X times the cum average cost.  For example, to compute the total costs of units 1 to 200, an analyst could compute the cumulative average cost of unit 200 and multiply this value by 200.  This is a much easier calculation than in the case of the unit curve. 

Equation 18-2.  Cum Average Theory 

Yx =  T1 ( Xb
Where:

Yx  =  The average cost of the first X units

Tl  =  The theoretical cost of the first production unit

X  =  The sequential number of the last unit in the quantity for which the average cost is to be          
 computed

b  =  A constant reflecting the rate costs decrease from unit to unit
There are also important similarities between the two formulations of the learning curve.  Both are exponential functions.  This is important information, because the solving of exponential equations requires the use of logarithms.  According to Donald Stancl in Mathematics for Management and the Life and Social Sciences (page 815), “the method of solution is to take the logarithm of both sides of the equation and then use the fact that ln Xb = b* lnX to ‘get b out of the exponent.’”  For convenience, it is typical to use the natural logarithm (usually referred to as ln in math books and electronic spreadsheets).  Knowing the mechanics of how to solve the learning curve equations using logarithms will help the reader to use electronic spreadsheet tools effectively.  

Taking the natural logarithms of both sides of the equation reduces the equation mathematically to a straight line equation of the form ln Y = T1 + b
[image: image1.wmf]·

lnX or more commonly Y=aX +b.  Straight lines are useful for analysts because a straight line is easy to extend beyond the range of the data--if you fit a least squares regression line to a data set, it is easy to extend that straight line and estimate from that line.  A curved line, by contrast, is tougher to extend because the precise angle of the curve is unclear outside the range of the data set.  To summarize, the cum average learning curve equation can be 

rewritten as Equation 18-3.

Equation 18-3.
Logarithmic Transformation of the Learning Curve 
 
Equation 

ln  (Y) = T1 + b 
[image: image2.wmf]·

 ln (X)

Where:

Yx  =  The average cost of the first X units

Tl  =  The theoretical cost of the first production unit

X  =  The sequential number of the last unit in the quantity for which the average cost is to be 
computed

b  =  A constant reflecting the rate costs decrease from unit to unit.

ln = The natural logarithm
Both the unit and cum average learning curve equations describe and model the observation that costs decrease by a constant percentage every time the quantity doubles.  This is reflected in the curves through the b value, a constant reflecting the amount of the decrease for every doubling of quantity.  The b value for both curves is computed by Equation 18-4.

Equation 18-4.  Value of b
b = ln S /ln 2

Where:

S  =  The cost/quantity slope expressed as a decimal value.

As an example, if the first unit cost 100 and the second unit cost 90, or 90% of unit 1, the unit curve would have a 90% slope and the S value would be 0.9.  The resulting b value would be the (log 0.9)/(log 2) or -0.045758/0.30103 or 

-0.15200.  Of course, this data set is very small and the reader is reminded that two data points will not produce a reliable estimator.  This is used for example purposes only, to illustrate how b relates to the slope of the learning curve.  It is more traditional, in talking about the learning curve, to discuss the slope in percent terms, such as 90%.  When deriving a learning curve equation using a standard spreadsheet regression analysis tool, the tool will usually only give the 

b value as an output.  Therefore, the analyst must understand how to transform the b value into a slope.  This, of course, would be accomplished by transforming Equation 18-4 algebraically to yield Equation 18-5.

Equation 18-5  Equation to Determine Slope from b





ln slope = b * ln 2 or





eb*ln2 = slope

Using the T1 value (100) and slope (.90) derived from the above example of a unit curve, the cum average curve will always predict lower total costs than the unit curve because of the difference in how Yx is defined.  In the example above where the first unit cost 100 and the second 90, the total cost for the two units is 190, based on use of the unit curve.  Using the cum average curve with the same T1 value (100), slope value of .9, the total cost of two units is 2 times 90 or 180.  

18.3.1 Typical Learning Curve Computation Issues
This section describes some typical learning curve situations or issues for which cost estimates are necessary.  These situations are illustrated in Figure 18-2 as cost versus quantity plots using a logarithmic scale.  The discussion now turns to how to do the calculations to deal with these issues and what tools are available to assist the estimator.  Each issue is discussed as a case study.

The first issue involves calculating the actual learning curve parameters (T1 and slope) from a set of raw data--development of a learning curve model.  This issue is presented in Case Study 18-1.  All of the other problem situations illustrated in this section address applications of a known learning curve (defined by the slope and T1).

CASE STUDY 18-1. Part a--introduction:  Development of T1 and Slope Values from Data


Background:

Assume the following actual data set exists to use as a basis for an estimate:

Unit Data

	Unit #
	Unit Cost

	1
	100

	2
	96

	3
	88

	4
	83

	5
	78


· Two or more unit cost values  or 

· Two or more lot costs

Figure 18-2.  Simple Plot of Data


Error! Not a valid link.
Objective:  

Calculate T1 and slope "b" value.

Solution: 

First, of course, the analyst must be sure to collect only recurring data--nonrecurring data should not be included in the data set because it will not be affected by learning.  Other data normalizations must be done, such as removing the effect of inflation.  Also, the analyst must determine whether the data need to be transformed into logarithms.  If learning curve software is being used, this transformation typically will be done by the software and will be transparent to the user.  However, if the user intends to employ a standard electronic spreadsheet regression analysis, the data will have to be transformed into logarithms.  This chapter avoids a discussion of particular learning curve software programs and focuses instead the use of standard electronic spreadsheets to do learning curve calculations.  There are numerous software packages available that incorporate a learning curve tool.  Some packages only do learning curve analysis, while others incorporate learning curve routines into a larger estimating capability.  A search on the Internet yielded an example of the former (CURV1 Learning Curve Analysis for Windows) and of the latter (ACEIT).  

Analysts should know the basics of how these programs work, so that in a crunch, they can use a standard regression analysis tool in an electronic spreadsheet, or do a calculation by hand.  Calculating by hand is also a good cross check against the computer generated results.  Remember, the wrong inputs to a computer program will yield the wrong output.

All learning curve programs will compute T1 and slopes from data by fitting a line to the data set via regression analysis.  The general steps the programs will go through are explained below using a regression analysis tool in a commercial electronic spreadsheet program.  Most electronic spreadsheet programs have regression analysis tools as a standard part of their program.  The tools will require that the analyst enter the data in the spreadsheet, and then tell the tool where the data are located.  Today, the tools are very user friendly and will typically prompt the user through the process.  The spreadsheet regression analysis tool will then compute the slope and T1 from that data.   Most spreadsheet applications also offer the option of projecting X values based on the computed T1 and slope.

Each package will differ, so it is best to consult the user manual or help screens of the particular software package used.  If the analyst is unable to get the program to perform, it will probably be due to an input error.  The software manufacturer should be able to help with this.

CASE STUDY 18-1.  PART B:  DERIVE THE SLOPE AND T1 FROM UNIT DATA:  

Background:
If historical unit data are available, the data can be entered with no change made to it.  The analyst must ensure that the unit data includes only recurring costs.  Nonrecurring costs will not experience the learning effect.  

Since this example uses a standard electronic spreadsheet regression analysis tool, it is necessary to transform the data logarithmically.  The logarithmic transformation of the data and the output of the regression analysis tool are displayed in Figure 18-3.  The typical logarithmic transformation is done by entering the function ln(variable) into spreadsheet cells, where variable represents each of the data points.  Those cells then become input for the regression analysis tool.  The tool calculates some standard regression statistics that help determine the goodness of fit of the learning curve and the coefficient of the learning curve equation.  The intercept that the spreadsheet calculates in this example is in natural logarithmic form because the X and Y data were input in logarithmic form.  Therefore, the intercept value must be transformed in order to present the learning curve equation in standard Y = T1 
[image: image3.wmf]·

Xb format.  This is done on the spreadsheet.  The b value need not be transformed mathematically because b
[image: image4.wmf]·

ln (X) = Xb.  Therefore, the learning curve equation, derived from the regression analysis in Figure 18-2, is Y = 102.73 
[image: image5.wmf]·

 X-.15.  The slope of the line is eb*ln(2) or .90.  This data set, according to a least squares best fit regression analysis, is defined by a 90% learning curve.

Solution:
Unit Curve Regression

Learning Curve Equation Expressed as a Power Function:  Y=T1*Xb

Data Set

	Unit (X)
	Unit Cost (Y)

	1
	100

	2
	96

	3
	88

	4
	83

	5
	78


Output

T1:  102.7

b:  -0.1539

slope:  0.90

R2:  0.9235

Figure 18-3.  Unit Learning Curve



 

Log linear Learning Curve Equation:  ln(Y)=T1+b*ln(X)

Output

T1= exp(4.6318):  102.7

b:  -0.1539

slope:  0.90

R2:  0.9235
*****

Logarithmically Transformed Data Set

	ln (X)
	ln (Y)

	0
	4.605

	0.693
	4.564

	1.099
	4.477

	1.386
	4.419

	1.609
	4.357


Figure 18-4.  Log Linear Unit Learning Curve 


CASE STUDY 18-1.  PART C:  DERIVE THE SLOPE AND T1 FROM LOT DATA

Given a unit learning curve and lot data, the true lot plot point is the mathematically accurate X axis plot point at the average lot cost.  (AFSC Cost Estimating Handbook)

Background:
With lot data, the analyst will need to do some data conversion before entering the data into a software tool.  Some learning curve programs will do that automatically, calculating what are called “true lot plot points”.  The analyst should consult the software user manual to use the tool correctly in this regard.  The following discussion will provide the reader with an understanding of the data conversion that needs to occur with lot data.  

With lot data, an analyst will typically only know the number of units in the lot and the total cost of the lot.  Since learning curve theory hypothesizes a constant percent of learning for a constant percentage change in number of units (not lots) produced, it is necessary to convert a lot cost to a unit cost.  Computer programs have been set up to calculate “true lot plot points” for learning curve purposes.  If the midpoint adjustment must be made manually, the following guidance will approximate a “true lot plot” point.

Lot Data Plot Point Guidance

Cum Average Theory

For cum average curve theory, data from successive lots are added to prior costs and quantities to obtain new lot related plot points.

Lot Y-axis Plot Point.  The Y-axis plot point is that unit number divided into all costs incurred through that unit (i.e., from the first to last unit).

Lot X-axis Plot Point.  The X-axis plot point associated with the new lot is the number of the last unit in the last lot.

Unit Curve Theory

Lot Y-axis Plot Point.  For unit curve theory, the lot Y-axis plot point is the total cost of a lot, divided by the number of units in the lot.

Lot X-axis Plot Point.  The following general convention has been adopted for calculating lot midpoints or "X" plot points for the unit curve theory:

1.) If the first lot has less than ten units, the midpoint or plot point "X" for lot one is equal to the number of units in the lot divided by two.  

2.) If the first lot has ten or more units, the midpoint or plot point "X" for the lot is equal to the number of units in the lot divided by three.

3.) The lot midpoint for all follow-on lots is the number of units in the lot divided by two.  The X plot point for follow-on lots is the lot midpoint plus the total number of units produced prior to the start of the lot in question.

Solution:
Using the guidance above about lot plot points, the data sets for cumulative average and unit theory can be determined as shown in 

Table 18-2.

Table 18-1. Data Sets for Cumulative Average and Unit theory

	Lot #
	Number of Units
	Lot Cost
	Unit Curve X Plot Point
	Unit Curve Y Plot Point
	Cumulative Average X Plot Point
	Cumulative Average Y Plot Point

	1
	2
	200
	1
	100
	2
	100

	2
	3
	285
	3.5
	95
	5
	97

	3
	5
	450
	7.5
	90
	10
	93


In this example, the cumulative average curve formulation will be used to derive a T1 and slope from the data.  Therefore, we will use the last two columns of the above table as our X and Y data inputs for the regression analysis in an electronic spreadsheet.  Plugging this into a standard electronic spreadsheet regression analysis program, you will (as with the unit theory example) choose the least squares regression tool.  First you must transform the data logarithmically, as you know from the discussion in Part B of Case Study 18-1.  After that the output must be transformed logarithmically, which is also shown in Part B of Case Study 18-1. 


The learning curve equation derived from a regression analysis is Y= 103.45 * X-.04.  The slope of the line is eb*ln(2) or .97.  This data set, according to a least squares best fit regression analysis, is defined by a 97% cumulative average learning curve.

CASE STUDY 18-2.  Estimate from a Single Log Linear Curve Throughout Production


Background:

T1 and slope value and curve type (unit or cum average) and number of units in the lot for which the estimate is required.

Use the learning curve parameters derived in Case Study 18-1.

Unit Curve: 


Cum Average Curve: 


Figure 18-5.  Single Log Linear Curve Throughout Production


Error! Not a valid link.
Objective:  

Estimate the total costs of lot 4 which has 5 units.

Solution Using Cum Average Theory:

Equation 18-6.   Mathematical representation of the cum average curve theory.




Where:

b = log slope /log 2


[image: image6.wmf]Y

 =  The average cost of the first X units

T1  =  Cost of first unit

X  =  Number of units.

The cumulative average curve was introduced earlier as being described by the following mathematical equation.

In Case Study 18-1, the cumulative average curve fitting the data was described by 


[image: image7.wmf]Y

= 103.45 
[image: image8.wmf]·

 X-.04
Equation 18-7.  Cumulative Total equation.




YT  =  T1 ( Xb+1
Where:

 YT = the cumulative total lot cost.. 

It is also true that the total cumulative cost of the first X units is given in Equation 18-7:

To determine the costs for a specific lot or lots, use Equation 18-7 to compute the cumulative costs through the last unit of the lot(s) in question.  This yields the total cost of all units through the end of the lot(s) of interest.  The next step is to compute the cumulative costs through the last unit of the lots not of interest for the estimate.  To derive the cost just of the lot(s) of interest, simply subtract the two previous calculations.

Using the data set, the calculation is as follows:



YT  =  103.45 
[image: image9.wmf]·

  X.96
Lot 4 has 5 units.  Prior to lot 4, a cumulative total of 10 units was produced.  Therefore, the last unit in lot 4 is unit 15.



Y15  
=  103.45 
[image: image10.wmf]·

 15.96


     
=  103.45 
[image: image11.wmf]·

 13.46



=  1392

The total of 1392 hours represents the cost of lots 1 through 4.  To obtain just the cost of lot 4, it is necessary to subtract the cumulative total costs of the first three lots from this number.  The number of units in lots 1-3 is 10.  Therefore:



Y10 
=  103.45 
[image: image12.wmf]·

 10.96


Y10
=  103.45 
[image: image13.wmf]·

 9.12




=  943

Finally, the cost of lot 4 (Y11,15) is



Y11,15 
=  1392 - 943




=  449

Equation 18-8.

Yx  =  T1 ( Xb
Where:

b  =  log slope 
            log 2
Yx   =  The cost of the xth unit

T1   =  Cost of first unit

X   =  Unit number

Solution Using Unit Theory: 

As shown in Equation 18-8, the theory states:

Equation 18-9  Approximation of Total Lot Cost


YT  =  
[image: image14.wmf]
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Unfortunately, there are no equations which an analyst can use to quickly compute exact total lot costs for unit curve theory.  While the unit costs can be calculated with Equation 18-8, it is seldom practical to use a handheld calculator to calculate and sum the cost of individual units to get the total lot costs.  However, when the lot of production units includes the first unit, a very good approximation of the total cost for a lot of N units is provided by Equation 18-9.

As an example, use the unit data for lot 1 to compute its cost.


Y1,2 =  
[image: image16.wmf](102.73/(-.15 + 1)) ( ((2 + 0.50)-.15+1 + (-.15 + 1) -1.5-.15+1)


Y1,2 =    196

Return to the original data set in Case Study 18-1 and note that the actual cost of this lot was 200 hours.  The approximation just derived (196) contains some error, but it will work for a quick estimate or a double check of results generated in a spreadsheet or learning curve software routine.

Equation 18-10.  Approximation of Total Lot Cost


Ylot = T1 ( ((XL  + 0.5)b+1 - (X1 -0.5)b+1)/b+1

Where:

Ylot  =  The total lot cost for items starting with L  (unit Xl ) and ending with the last unit XL
When a lot does not include the first unit produced, a very good approximation of lot costs is provided by Equation 18-10.

Lot 4 has 5 units.  Prior to lot 4, a cumulative total of 10 units was produced.  Therefore, the last unit in lot 4 is unit 15 and the first unit in lot 4 is 11.


Ylot 
 = 102.73 (((15 + 0.5)-.15+1 - (11 - 0.5)-.15+1)/-.15 + 1)





  = 350

This concludes the discussion of the basic log linear learning curve.  Before proceeding to a discussion of some more complex learning curve applications, the question of which curve to use will be addressed.  The following section offers some suggestions.

18.3.2 Choice of Cumulative Average versus Unit Curve Formulation
The unit learning curve technique has been the predominant methodology applied by both Government and contractor estimators.  However, there are circumstances which may dictate the use of the cum average learning curve theory:

1.) If the estimate is for work by a specific company and the plant has a preference, use the theory applied in the plant where most of the work will be done, if the plant has a preference.

2.) If the contractor has not been selected, look for the theory used by most companies among those who could get the contract.

3.) If historical slope data are to be used, use the theory associated with the best historical slope data available.

4.) If past data for the specific program are available to support an estimate for further production, use the theory that provides the best log linear fit to the past data.

5.) If analysis of special curve situations (like step functions) is involved, methods may be more available for unit than cum average theory.  Unit theory selection has rational appeal for curves with step functions because such mid-program changes are more often defined in terms of unit cost changes.

6.) When totally unable to make a choice, make the estimate using both theories to see how significant the difference is relative to other areas of uncertainty, including slope uncertainty.

Considering this guidance may not remove all uncertainty about which theory would be best.  However, it can provide an analyst with one or more reasons to support use of  one versus the other.

This section has provided an in-depth understanding of the cost improvement phenomenon and the two most common log linear mathematical models used to apply this tool.  However, the learning curve phenomenon in its pure (log linear) sense does not always adequately model the estimating situation.  This occurs because each new system presents a different set of conditions and program-unique aspects that may not be comprehensively duplicated in the historical database.  Consequently, the analyst encounters the challenge of understanding the environment in which the new system will be manufactured and conceptually formulating the shape, slope, and behavior of the curve that best expresses the cost improvement that will occur in the anticipated environment.  The next section deals with some of the “anomalies” or deviations from the straight, log linear learning curve example.

18.4 Special Learning Curve Applications
Up to this point the learning curve has been discussed under the assumptions of uninterrupted production and a stable product design.  Sometimes, an analyst will find that the Government sometimes buys off-the-shelf items with a slightly altered design, which might involve some learning.  The Government also buys items that have a new design and require development.  In both of these situations, a log linear learning curve is likely to be an appropriate estimating tool.  In this type of scenario, the analyst need only determine an appropriate slope and T1 to use.  The calculations are fairly straight-forward after that.

Often, however, numerous types of disruptions in the production process are a fact of life.  There may be changes in processes that would cause an item to experience a steeper slope than when previously produced.  There may be additions or deletions to an item in production, or the Government may cause a break in production or production rate change by not having enough funding to pay for items in production.  These occurrences could cause a change in the cost of a unit that is not the result of learning.  Therefore, the impact of these types of changes must be considered in an estimate.

18.4.1 General Considerations in Dealing With Disruptions to the Log linear Learning Curve
In general, disruptions to the log linear learning curve are handled by dissecting the situation into component pieces and then approaching each piece as a separate estimate.  To assist in conceptualizing an estimating situation, an analyst can create scatter diagrams of actual data.  This situation could arise where the estimate involves a new lot of the same or very similar item.  Alternatively, the analyst can analyze the program to be estimated and find a good analogous program to use.  In any event, the analyst must understand the factors that caused data point scatter diagrams to take on various shapes and to select those historical elements that are most analogous to the current system and its estimate.  Often, close analogies will not exist.  At this point, the analyst must draw on personal experiences and knowledge, as well as inputs from others in the acquisition community, to adequately define the most appropriate curve.

Regardless of the process employed to select the most viable depiction of the learning curve that is forecasted to evolve, the analyst must be prepared to articulate and justify the selected curve, its shape, slope, and anticipated behavior.  The following sections are intended to provide some thought provoking insights that will assist in this challenging endeavor.  They address two issues, each affecting the shape of the learning curve, generally moving its shape away from a pure log linear form.  Issue 3 (discussed in Case Study 18-3) deals with a change in the slope of the curve, also often referred to as a split learning curve.  Issue 4 (Case Study 18-4) deals with a “step-down” or “step-up” from the path of the learning curve.

CASE STUDY 18-3.  Split Learning curve

Background:

T1, original slope, new slope, point in terms of unit number at which curve changes and number of units in lot to be estimated are given.  Assume the slope changes due to the addition of a new component in lot 4, which requires substantially different and more complex installation.  An engineering estimate says the new slope will be 85%.

Figure 18-6.  Split Learning Curve


Error! Not a valid link.
Use the same data set from Part C of Case Study 18-1, which yielded a learning curve equation of Y= 103.45 * X-.04.

	Lot #
	Number of Units
	Lot Cost

	1
	2
	200

	2
	3
	285

	3
	5
	450

	4
	5
	


Objective:

Compute the total cost for all units produced in lot 4, using the cumulative average theory.

Solution:  

· Step 1:  Compute the hypothetical first unit cost (T1') for the second segment of the curve using:

T1'  =  (Tl (  nb)/nb'

Where:

T1' =  Hypothetical first unit cost for new curve slope S'

Tl =  Original T1 first unit cost

n =  Unit number at which the change in slope occurs

b =  LogS/Log2 

b' = LogS'/Log2 (b value for new slope)

S =  Original slope

S' =  New slope.

Tl' =  (103.45 * 11-.04)/11-.23447  = 165

· Step 2:  Calculate the lot costs for lot 4 (units 11-15 in the production sequence) using a T1 of 165 and a slope of 85%.  The cumulative average lot cost is given 




YT  =  T1 (  Xb+1

Using this formula to derive the cumulative total cost for 4 lots yields




 Y1,15  = 165 ( 15.765535





=  1312

Using the same formula to derive the cumulative total cost for the first 3 lots yields

 Y1,10  = 165 ( 10.765535

            =  962

The difference between the two numbers above yields the total cost for 

lot 4.




Y11,15  = 1312 - 962





=  360

Situations That Might Generate a Change in Slope

A change in slope can be caused by many factors.  The following factors should be considered in deciding which slope to use:

· Similarity between the new item and an item or items previously produced,

· Addition or deletion of processes and components,

· Differences in material, if any,

· Effect of engineering changes in items previously produced,

· Duration of time since a similar item was produced,

· Condition of tooling and equipment,

· Personnel turnover,

· Changes in working conditions or morale,

· Other comparable factors between similar items,

· Production Rate,

· Availability of material and components, or

· Comparison of actual production data with previously extrapolated or theoretical curves to identify deviations.

The above factors which can cause a slope change also can cause a change in the theoretical first unit cost.  In other words, it may be more appropriate to adjust the unit cost upward or downward to account for certain changes, for example where there is a deletion or addition of a component.  If the process has not changed much, but a component is being deleted, there may not be a change in the learning curve slope, but an adjustment in the T1.  Technical experts (industrial engineers or other engineers likely to understand the process for which an estimate is being made) should assist in deciding on whether to adjust the slope or T1.  An analyst armed with the right questions, such as those just described, is likely to find technical experts willing to give useful input on appropriate learning curve adjustments.

Changes (additions, deletions, substitutions of components) may be expressed as a percentage of original effort, as a percentage of effort, or in terms of a specific number of hours or dollars of effort.  The approach to be presented on how to deal with changes implies that changes are discrete (e.g., the addition or removal of a component such as a radar).  However, all modifications are not necessarily this straightforward.  Instead, they may involve such things as the movement of components, supporting structures, and peripheral devices from one place to another; re-routing of cabling; additional milling or machining requirements due to design changes; etc.  Thus, the form in which the change is expressed through the learning curve will be driven to some extent, by the nature of the change itself.  For a more complex modification, it may well be that the slope changes, since slopes are generally steeper for more complex processes.  However, the examples in the next issue are based on the assumption that the change involves a discrete component.  Both deletions and additions of components will be demonstrated, since both cause a “step” in the learning curve.

Additions

Whenever a new component is added to an assembly that is already in production or installation, several key factors must be considered when analyzing the impact of the addition.  It is logical to assume that the addition of a new component to an assembly already in production or installation will require additional hours of effort to incorporate the new component.  However, two general assumptions can be made about the nature or behavior of these additional hours in relation to effort completed prior to the addition:

· The rate of "learning" for the added component may be the same as for the rest of the unit because, under most circumstances, the components will be similar and the work environment (e.g., company policy, management attitudes, etc.) stable enough that the same rate of "learning" can be expected.

· Previous "learning," for the unit being modified does not apply to the added component.  A T1 for the new component must be developed.  

From the above, it can be inferred that an addition should be treated as a new learning curve having the same slope or rate of improvement as the original unit. 

Deletions 

A deletion, in its simplest form, involves the removal of a component from an item that is already being produced.  However, it may be concerned with changes other than the removal of a discrete component.  For example, it could entail such things as a deletion of work, implementation of less stringent specification requirements, etc.  Again, it should be expected that this type of change will have an impact upon the cost of the item being produced.  However, in this instance, costs should decrease because less effort is required for each modified unit.  In other words, there is not as much work to be performed on each unit as there was before the deletion occurred.

CASE STUDY 18-4.  Step Function in Curve

Background:

T1, slope, percent of drop or increase in cost in terms of number at which step occurs, and number of units in lot to be estimated are given.  Assume a component is being deleted at unit 51.

Data Set
	Item
	T1
	Slope

	Units 51-75 with component
	1000
	80%

	Removed component of T1
	10% of T1
	80%


Figure 18-7.  Step Function in Curve


Error! Not a valid link.
Objective:  

Total cost for units 51 through 75 using the cumulative average theory.

· Step1:  Compute the hypothetical first unit cost Tl' for the second segment of the curve by using:

Tl' = T1 ( (1-P)

Where:  P = The percent reduction in unit cost at unit n 

In this case, Tl' = 1000*(1-.10) = 900.

· Step 2:  Compute the cumulative total values (CTV) for units 51-75:



  CTV51-75  =  CTV75  -  CTV50



=  900 *( 75.678072 - 50.678072)




=  4042

Where:


CTV75  =  The cumulative total value for 75 units


CTV50  =  The cumulative total value for 50 units

18.4.2 General Tips on Complex Learning Curve Problems
1.) Make sketches of more complicated unit curve computation problems, first as a single curve and then as several single curve problems, to be solved and summed to get the total or lot total costs.

2.) Compute total costs for lots including slope changes and step up or down functions by computing costs before and after the changes, then summing them.  This will usually require several uses of the methods described above and computation of one or more other T1 values to use for the costs beyond the point of change.  Both Y and slope changes have to be considered if both a step function and slope changes are involved.

3.) Address problems where a single total system has a different unit number than some of its major components, such as engines for multiple engine aircraft, by computing the total costs by summing cost elements developed from several curves.

18.4.3 Production Rate Changes
An area that is often overlooked in the analysis of learning curve application is that of the impact of rate changes.  Normally, a specific production rate is inherent in the production schedules provided to the analyst.  Therefore, when analyzing historical learning curve history, the variable of production rate is often overlooked.  Various research and studies have been conducted that suggest that the rate of production is, in fact, a cost sensitive variable that should be considered.  The general consensus of a Government and industry committee surveying learning curve concepts and applications (The Working Committee On Air Launched Weapon System Costs) was that production rate does affect the application of learning curves.  The rationale cited in that study actually reflects basic economic theory.  This theory is summarized below to serve as a foundation for understanding production rate influence on cost reduction.

This economic theory suggests that every output has an equilibrium and as output is expanded beyond this equilibrium, costs will increase, in the short run, due to:

· Lower productivity of newly hired workers,

· Additional labor costs associated with overtime,

· Overburdened capital equipment, and

· Increasing management complexity.

In the long run, this increased rate will develop a new equilibrium.  This is due to:

· Specialization of labor,

· The absorption of fixed costs by a greater number of units produced, and

· Administrative efficiencies.

If the production rate change is decreased below the original equilibrium point, the unit cost will increase, in the short run, due to:

· Loss of specialization of labor due to layoffs or movement of personnel to other jobs, and 

· Inefficient use of capital equipment,

· The absorption of fixed costs by a lesser number of units produced, and

· Administrative inefficiencies.

In the long run, a new equilibrium point develops at the lower production rate.

Not all of the economic phenomena can be captured in the learning curve.  Much of the cost impact attendant to rate changes is caused by constraints (e.g., equipment and facilities) that represent fixed or semi-variable costs.  The learning curve, however, addresses only variable costs.  Therefore, the remainder of this discussion will be directed at variable costs and their impact, as a result of production rate changes (lower productivity of newly hired workers, additional labor costs associated with overtime, loss of specialization of labor), on learning curve behavior.

In 1976, Larry L. Smith conducted a study of changes in direct labor requirements resulting from changes in airframe production rate.  During his analysis, Smith developed a cumulative production and production rate computer program.  This program contained a production rate variable, in addition to the two standard learning curve variables.  Smith concluded that by incorporating the production rate variable into the basic learning curve, a significant improvement in estimating could be achieved.  This was demonstrated through statistical measurements.

Numerous later studies, using actual data, have been conducted to examine the impact of production rate on unit cost.  The conclusions of this research have been mixed.  Any estimator faced with estimating in an environment which includes production rate change(s) is advised to consult the latest research on production rate effects on cost estimating.

18.5 Evaluation Criteria for the Learning Curve
To correctly evaluate learning curves, an analyst must consider several criteria.  The analyst must understand in what situations it makes sense to use a learning curve to estimate costs, and this requires an understanding of the causes of learning.  The analyst must also understand what factors to consider when choosing the learning curve parameters and how the parameters will affect the outcome of the learning curve.  These concepts are addressed in this section.

18.5.1 Estimating Scenarios Suited to Use of the Learning Curve
Since the first paper on learning curves in the aircraft industry was published in the 1930s, much has been written on the subject.  Louis E. Yelle provides over 90 references published prior to 1967 in The Learning Curve:  Historical Review and Comprehensive Survey.  His most important finding is that costs have been observed to decrease in a predictable manner as the quantity of an item produced increased.  Learning curve theory, based on numerous empirical studies, states that as the number of units produced in a repetitive process doubles, the cost to produce the doubled quantity declines by some constant percentage.  This technique, then, is most suitable for estimating the reduction in cost resulting from labor and other efficiencies (like material handling or management) that come with repetition of a process.  The repetitive process can involve hands-on labor or mental exercises and can range from simple to complex.  The learning curve has traditionally been used to estimate the cost to manufacture items, but it can also be used to estimate equipment installation costs or the costs of any other repetitive process. 

Another estimating scenario question is at what level of the estimate to use the learning curve to estimate costs.  The answer to this depends on the overall structure of the estimate.  If a top level parametric estimate is used to estimate the cost of a developmental item, a learning curve may be used to estimate total production costs in dollars.  On the other hand, if there are detailed production data available, the learning curve may be used at a lower level, such as to estimate manufacturing labor hours.  Such an estimate would then have to be converted to dollars through the application of appropriate labor rates and overhead rates.  The analyst must make decisions of this nature.

Throughout this chapter, the data used for examples of the dependent variable are presented in labor hours, since labor hours are clearly impacted by learning and not affected by other variables not necessarily subject to learning curve behavior (e.g., overhead rates.)

For Commercial-Off-The-Shelf (COTS) items, it may not be appropriate to apply the learning curve, but instead it may be appropriate to adjust for quantity discounts.  This might be the case where the COTS item has already been produced many times, so that the process is so standardized that the learning effect has become minimal.  In this case, the application of quantity discounts may be a better approach.  A discussion of quantity discounts is in section 18.6.

18.5.2 Causes of Cost Reduction Due to Learning
The cause of reduction in costs is learning on the part of individuals and entire organizations in the process of repetition.  Clearly then, only recurring costs are impacted by learning.  Nonrecurring costs, such as the cost of acquiring tooling, are not affected by learning.  Nonrecurring costs may affect the learning rate experienced, but their acquisition cost will not be affected by learning on the process.  In other words, if a manufacturer invests in process improving tooling, he might expect the learning rate in the process to be altered.  However, the learning rate will not affect the cost of that initial tooling. 

According to Rodney Stewart, in The Cost Estimator’s Reference Manual (page 161), the factors which contribute to the cost reductions reflected in a learning curve normally include:

· Operator learning,

· Improved methods, processes, tooling, machines and design improvements for increased productivity, 

· Management learning,

· Debugging of engineering data,

· Production rates,

· Design of the assembly or part, or modifications, or

· Specification or design of the process.   

Upon review of these factors, it becomes evident that it is reasonable to expect a reduction in labor hours as a result of operator learning, as well as improved methods.  However, other costs such as material costs can decline due to learning as well.  As operators learn through repetition of a process, they may find ways to reduce scrap and material waste.  There may be a reduction in personnel turnover costs due to improved processes that reduce personal fatigue or improve safety.  Many factors can contribute to learning, and the learning may be on the part of either an individual or the entire organization.  

This brings us to the next major consideration an estimator must make in using learning curves--how to choose the key learning curve parameters.

Once an analyst has decided the learning curve is an appropriate tool to model the costs of a particular estimating scenario, the next major consideration in using the learning curve is to choose the proper parameters to model the particular estimate.  This subject is addressed next.

18.5.3 Quantity Discounts
The discussion in this chapter has thus far centered on the application of various learning curve techniques and how the "learning" phenomenon reduces unit costs as more units are produced.  However, there are other forces in the marketplace that will also allow the cost per unit to decrease when the quantity involved increases.  For example, there is the "quantity discount" effect, a pricing strategy that consumers interact with almost daily.  Examples that frequently confront consumers include "Beans 39 cents a can or three cans for a dollar"--"Buy three tires at the regular price and get the fourth free."  These examples lower the average unit cost as the quantity involved increases, but not for the reason of "learning."  Items that are standard and have already been produced in large quantities may have reached “standard time” for the production process, with little room left for learning.  In this case, the predominant influence on cost reductions may become the quantity discount that the manufacturer is willing to "pass-along" due to:

· Competition,

· Economies of scale, and

· Reduced fixed cost per unit.

The effect of quantity discount is not isolated to retail outlets, but can also be found in the acquisition of other items.  For instance, an electronics manufacturer might quote a radio's price at $20,000 for a buy quantity of ten units or less and $18,000 for a buy quantity of eleven units or more.  Raw material suppliers quote prices similarly, based on the total volume of each order.  Once a manufacturer's or vendor's discount rate is known, unit costs can be computed for several quantities.  The estimator should become particularly sensitive to the influence that the quantity discount effect may have on historical data.  Historical data are typically reported and analyzed in the chronological order of manufacture or purchase and is, therefore, aligned properly to portray the "learning" phenomenon. 

The application of the quantity discount curve differs from that of a learning curve.  With a learning curve, efficiencies accumulated from prior experiences influence the efficiencies (number of hours/dollars) with which a succeeding task can be accomplished.  Consequently, as unit costs or lot buy values are calculated from a learning curve, credit is taken for the efficiencies accumulated from prior units or lot buys.  In other words, if the first lot buy was for 20 and the second for 50, the second lot buy would be calculated by reading the values from unit 21-70 giving credit for the cost reducing efficiencies acquired during the manufacture of units 1-20.  However, when a quantity discount is involved, credit is not given for prior activity.  Using the preceding example, the cost of the first 20 units would be calculated by moving out the curve from unit 1 to unit 20 and multiplying the discounted unit cost times 20.  For the next 50 unit lot buy the analyst would again depart from unit 1, move out the curve to unit 50 and multiply this discounted unit cost times 50.

In most cases, it is simply a matter of inquiry to the manufacturer or vendor to determine if a quantity discount is the underlying influence of price quotes.  Cataloged prices are more straightforward since they clearly depict the quantity discount that can be applied for volume purchases.  When quantity discounts are the predominant factor affecting unit cost reductions, they should be applied using the procedure cited above rather than using the learning curve treatment.  Estimates using quantity discount theory can be projected using Equation 18-11 rather than the traditional learning curve equation.

Equation 18-11.  Equation for Projecting Quantity Discounts
TC  =  VC  .  Q  +  FC

Where:

TC  =  Total cost of lot of Q units.

VC  =  Variable cost per unit.

Q  =  Quantity of lot or purchase.

FC  =  Total fixed cost for lot or purchase.

18.5.4 Choice of Learning Curve Parameters
The learning curve has two key parameters that will determine the outcome of the estimate:  1.) the slope of the learning curve (which represents the constant percentage decline in costs due to learning), and 2.) the first unit value of the learning curve.

Learning Curve Parameter 1:  The Slope

The amount of learning expected to occur in a process is clearly a key consideration to an analyst.  If the analyst assumes an 80% rate of improvement instead of a 70% slope, the difference in cost could be significant.    If unit 100, for instance, actually cost $100,000 to produce, unit 200 would cost $80,000, assuming an 80% learning curve.  With a 70% learning curve, it would cost $70,000.  Therefore, the choice of slope must clearly be well-justified.  

There are a number of sources of learning curve slopes:  actual producer data, experience on analogous processes, and industry standard learning experience (Handbook of Electronics Industry Cost Estimating Data, 1985.)  Learning curves exist for all sorts of industries, from software development to electronics.  If there are actual producer data available from a process and that same process is to be used again, the analyst will use this data as the basis for the estimate.  This is because actual data are generally superior to analogous data or industry standards.  The producer may provide the historically-experienced slope, or the analyst may use the actual data to develop the slope.  This chapter explains how to develop a slope from actual data using the least squares regression analysis described in section 18.2.  

If there is not actual data available for the same process, the next best choice is to find a similar process, an analogy.  Engineering input on how to adjust the slope to account for the differences in the process will complete the analysis.  For example, if the amount of automation in the process increases, the learning curve slope will tend to be flatter (have a higher slope value).  The reason for this is that machines cannot learn--any learning related to machine design is captured in the cost of those machines or in systems engineering costs.  Specifically, this cost would typically show up in the theoretical first unit cost, which is the second key parameter in a learning curve equation. 

Finally, an analyst may opt to use an industry standard learning curve.  There are industry standards for repetitive electronics manufacturing, repetitive machining operations, even repetitive clerical operations.  

Some general observations about learning curve slopes include:  1) normal turnover of personnel has very little effect on the slope of the learning curve; 2) in general, the learning curve slope will increase (move further below 100%) as product complexity increases; and 3) commercial off-the-shelf items often have flatter slopes than fabrication labor.  The first observation is explained by the fact that most people will learn at roughly the same rate.  The second observation is explained by reasoning that a more complex product involves more opportunities for learning.  One of the reasons for the third observation is that vendors supplying off-the-shelf items are usually on the shallow portion of their learning curves (i.e., at high quantity values), therefore, the purchaser does not experience large changes in costs.  Another reason for observation 3 is that off-the-shelf items also have loadings in their prices that do not follow the learning curve effect and therefore appear to flatten the slope.

In addition to choice of the slope, the analyst needs a theoretical first unit cost (commonly referred to as T1) from which to start projecting cost reductions.  Just knowing the slope is not enough information to make a cost estimate--one must also have a starting cost from which to project what the reduced costs will be.

Learning Curve Parameter 2:  Theoretical First Unit Cost (T1)

Just as is the case with the slope, the T1 value can be derived in a number of ways.  They include deriving the T1 from actual data, estimating the T1 from an analogy or Cost Estimating Relationship (CER), or estimating the T1 by using a detailed engineering build-up estimate.  An example of how to derive a T1 from actual data is presented in Case Study 18-1.  For a detailed discussion of CERs, analogies, or detailed estimates, the reader is referred to the chapters on those subjects.

The slope and T1 are the key parameters in the learning curve equation.  Both parameters are sensitive--a small difference in the slope can, for instance, make a large difference in the total costs, depending on the size of the acquisition.

Table 18-1 illustrates how total costs change for a two percent increase in the slope, from 85 to 87%.  This is the same as a relative slope increase of 2/85 or 2.35%.  Table 18-1 was developed using the cum average curve theory and an assumed T1 value of 1.0.

A quick look at the table shows that a small slope change or error in the slope can significantly change a total cost estimate.  Therefore, analysts should perform a sensitivity analysis on the curve slope values, especially if the values used are likely to be questioned.

Table 18-1.  Sensitivity Analysis Results for Slope Increase from 85 to 87 Percent

	
	Total Production Cost 
	

	Production
	85% Slope
	87% Slope
	% Cost Increase

	1
	1.0
	1.0
	0.0

	10
	5.8
	6.3
	8.6

	100
	34
	39.6
	16.4

	1,000
	198
	249.6
	26.1

	10,000
	1153.8
	1571.6
	36.2

	100,000
	6724.7
	9895.5
	47.2


In estimating total recurring costs with a learning curve, when the T1 value changes a given percent, it is easy to see that the total cost changes by the same percent.  However, this is not true for changes in the slope of the learning curve.  For large quantities the total cost percent changes are much larger than the slope percent change.  In addition, for a given percent slope change the percent total cost change varies with both the original slope and the quantity of units to be procured.

Goodness of  Fit

The usefulness of the learning curve as a predictor is determined as it is with any parametric estimator.  Goodness of fit measures, like R2 and standard error of the estimate, are tools that tell the estimator how much confidence can be placed in a particular learning curve.  Generally, a R2 of .95 or higher is desired, and the slower the standard error of the estimate the better.

18.5.5 Labor Dollars Versus Labor Hours
When estimating labor costs, it is--often better to use learning curves based on hours rather than dollars, since the latter contains the additional variable of inflation or deflation and possibly overhead rates which do not follow the same learning curve.  If an analyst chooses to use labor dollars as the basis to construct and express improvement rates from historical data, he or she should ensure that the data are normalized for economic influences such as inflation.

Rate production is the production of economic quantities following stabilization of the system design and maturation of  the production process.  (Glossary, Defense Acquisition Acronyms and Terms, September 1991).

Even with this precaution, the estimator should be sensitive to the fact that most review authorities have, over time, become familiar with various slopes for different functional cost categories based on labor hour data (e.g., manufacturing labor--85%, engineering labor--75%).  If an estimate incorporates learning curves based on labor dollars rather than hours, the slopes may depart from those typically associated with specific functional cost categories.  This departure will most likely be in the direction of steeper slopes due to the influence of declining average labor rates as the work force builds toward rate production.  This decline in average labor rate occurs because senior labor is initially brought to the job with junior labor being introduced as build-up of the labor force occurs, thus reducing the average labor rate.  Labor rates tend to level off as the work force stabilizes at rate production.  This effect plus normal learning will steepen labor curves calculated on dollars rather than hours.  To avoid confusion, the estimator should always demonstrate to review authorities the basis for curve calculations and the historical data that supports the selected slope.

18.5.6 The Impact of Technology and Automation
Over time, systems and manufacturing processes have become more complex.  The introduction of such advancements as micro-circuitry and robotics into system design and the manufacturing environment influenced learning curves.  However, it has not changed the application of them in the estimating process.  More specifically, the influence technology and automation have on "learning" is inherent to the database that evolves from systems that incorporate advanced technologies and are manufactured in a highly automated facility.  However, the curves calculated from this data employ the same methods described in earlier sections of this chapter.

Touch labor is Hands-on labor effort.  (Glossary, Defense Acquisition Acronyms and Terms, September 1991)

There are no simple rules-of-thumb or mathematical equations that will allow curves to be directly adjusted to reflect the influence of technology and automation.  One intuitively expects that a system manufactured in a highly automated environment will demonstrate a flatter learning curve slope than the same system manufactured with a high degree of "touch" labor.  This is due to the significant level of initial efficiency and reduced opportunity for "learning" (learning improvement on automated equipment is limited to such things as more efficient loading/unloading and improved software programs) that accompany automated manufacturing facilities.  Even with this intuitive knowledge, however, the degree of influence will depend on the degree of automation.  Because each system's technology and manufacturing scheme are unique, the estimator's challenge is to select from the historical database those systems whose technology and manufacture closely align to those of the system being estimated.  This may require analysis of several systems and the evolution of a composite measure of influence that incorporates various aspects of the systems analyzed.  The end result will be a judgment as to what adjustment of T1 and slope for the system is appropriate, given the technology that it will incorporate and the manufacturing environment planned for its production.

A description of typical estimating issues that arise with respect to learning curves follows.  

18.5.7 Reliability of Data Underlying Learning Curve
Sections 6.3 and 6.4 of Chapter 6 “Gathering and Evaluating Data for Price Analysis includes a discussion of factors that affect the reliability of data.  This discussion can be extended to learning curves.  Accordingly, an analyst should assess the reliability of data used to develop a learning prior to applying the model.  

The general considerations for data are:  timing, quality, and use of historical data.   To be useful, data must be collected in a systemic and timely manner.  In addition, the data must be of reasonable quality with respect to: accuracy and relevancy, completeness, and currency.  Finally, historical data must be adjusted for any changes that occurred in the industry, inflation etc.

18.6 
Summary
Learning curves are useful estimation and analytical tools.  Knowledge of fundamental concepts and evaluation criteria enables analysts to assess the validity of learning curve estimates provided to them.  In addition to unit and cumulative average theory, analyst should consider special situations such as split learning curves and production rate changes.  When critiquing learning curves that have been supplied, analysts should examine the estimating scenario, causes of cost reduction, choice of curve parameters, impact of technology, and the reliability of data underlying the curve. 

Bibliography

Asher, H., Cost Quantity Relationships in the Airframe Industry, Santa Monica, CA, Rand Corporation, 1956.  Report 291.

Baloff, Nicholas.  “Extensions of the Learning Curve—Some Empirical Results.”  Operations Research Quarterly, 22.44 (1971).

Boston Consulting Group.  Perspectives on Experience, Boston, MA, 1970.

Wright, T.P., “Factors Affecting the Cost of Airplanes,”  Journal of Aeronautical Sciences, 3.4 (1936):  122 -128.

18-i


18-i
The Learning Curve, Feb 1999




_966404427.unknown

_966404431.unknown

_966404434.unknown

_966767739.unknown

_966857292.unknown

_966858975.unknown

_966857291.unknown

_966767738.unknown

_966404432.unknown

_966404429.xls
Sheet: ]Chart5

Sheet: ]Sheet1

1.0

1.9997056605411638

3.0011633595049294

3.998822728800372

4.997810917177775

99.98298284927229

95.96657943780268

87.97036531689318

83.01323060728215

78.02271482502678

Y=T1*X^b

Data Set

Unit (X)

Unit Cost (Y)

1.0

99.98298284927229

1.9997056605411638

95.96657943780268

3.0011633595049294

87.97036531689318

3.998822728800372

83.01323060728215

4.997810917177775

78.02271482502678

T1:

102.7

b:

-0.1539

slope:

0.8988174257283301

R2:

0.9235

ln(Y)=T1+b*ln(X)

Logarithmically Transformed Data Set

Ln (X)

Ln (Y)

0.693

4.564

1.099

4.477

1.386

4.419

1.609

4.357

T1= 

exp(4.6318):

102.69875559836476

b:

-0.1539

slope:

0.8988174257283301

R2:

0.9235

Statistics from Least Squares Best Fit Regression

Analysis Tool, using Logarithmically

Transformed Data Set:

Multiple R

0.960968953219269

R Square

0.9234613290513377

Adjusted R Square

0.897948438735117

Standard Error

0.032516700569910253

Observations

5.0

1.0

1.9997056605411638

3.0011633595049294

3.998822728800372

4.997810917177775

99.98298284927229

95.96657943780268

87.97036531689318

83.01323060728215

78.02271482502678

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0


_966404430.unknown

_966404428.xls
Sheet: ]Chart6

Sheet: ]Sheet1

0.0

0.693

1.099

1.386

1.609

4.605

4.564

4.477

4.419

4.357

Y=T1*X^b

Data Set

Unit (X)

Unit Cost (Y)

1.0

99.98298284927229

1.9997056605411638

95.96657943780268

3.0011633595049294

87.97036531689318

3.998822728800372

83.01323060728215

4.997810917177775

78.02271482502678

T1:

102.7

b:

-0.1539

slope:

0.8988174257283301

R2:

0.9235

ln(Y)=T1+b*ln(X)

Logarithmically Transformed Data Set

Ln (X)

Ln (Y)

0.693

4.564

1.099

4.477

1.386

4.419

1.609

4.357

T1= 

exp(4.6318):

102.69875559836476

b:

-0.1539

slope:

0.8988174257283301

R2:

0.9235

Statistics from Least Squares Best Fit Regression

Analysis Tool, using Logarithmically

Transformed Data Set:

Multiple R

0.960968953219269

R Square

0.9234613290513377

Adjusted R Square

0.897948438735117

Standard Error

0.032516700569910253
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